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AbstractÐThe e�ect of a dilute suspension, of near neutral-density particles, on the wall turbulence in
a horizontal channel was investigated by means of a laser Doppler anemomentry and ¯ow visualiza-
tion.

We found that the particles increase the period between bursts. However, due to the mixing e�ect of
the particles and e�ects similar to a rough wall, the overall Reynolds stress increases somewhat near
the wall. Furthermore, because of increased Reynolds stress levels within the bursts, the fraction of the
Reynolds stress in the bursts remains at about the same value (085%) as for ¯ows without particles.
Quadrant analysis of the Reynolds stress data indicates that particles increase sweep activity near the
wall, i.e. in the region R10 wall units. All this results in increased wall normal velocity ¯uctuations in
the viscous sublayer that may signi®cantly impact heat and mass transfer rates. Estimates based on the
data indicate an increase of018% in heat transfer rates with only 5% increase in wall friction. # 1998
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1 . INTRODUCTION

Recent studies show that suspended particles may substantially a�ect turbulence parameters and
transport properties. For example, particles can enhance or suppress turbulence, depending on
their size and concentration (see Gore and Crowe 1989; Hetsroni 1989 for a review), or they
may increase the rate of wall heat transfer (e.g. Zisselmar and Molerus 1979; Hetsroni and
Rozenblit 1994). These e�ects must be taken into account when modeling two-phase ¯ows and
it cannot be assumed that the turbulence properties of the two-phase mixture are the same as
those of the pure ¯uid. Also, particles may tend to agglomerate in some regions, leading to high
local concentrations, even when the overall concentration is low. This has been found in homo-
geneous, isotropic turbulence (e.g. Squires and Eaton 1991; Wang and Maxey 1993), and in
shear ¯ow turbulence (e.g. Grass 1982; LaÂ zaro and Lasheras 1989; Rashidi et al. 1990; Pedinotti
et al. 1993; Kaftori et al. 1995a,b; Pan and Banerjee 1996). This phenomenon may lead to
enhanced local e�ects and should also be considered when modeling dilute dispersed ¯ows.

The e�ects of particles are apparent in wall turbulence, which contains large scale persistent
structures, as well as in regions far from the boundary, where the turbulence is more homo-
geneous. Away from the wall, small particles generally suppress turbulence while large ones
enhance it (e.g. Tsuji et al. 1984; Sun and Faeth 1986; Shuen et al. 1985). The terms `large' and
`small' are used here in the sense of being relative to the length scales of turbulence in the con-
tinuous phase. Precise criteria for the scales involved in, and the conditions for, transition from
suppression to enhancement are yet to be determined. One suggestion, proposed by Gore and
Crowe (1989) based on some experimental data, is that if the ratio of particle diameter to the
size of the energy containing eddies is greater than about 0.1, then particles increase turbulence
intensity. When the ratio is smaller than 0.1, particles suppress turbulence.

The mechanisms by which particles modify turbulence are also not clear. Turbulence enhance-
ment is believed to be the result of two processes. One is the crossing trajectory e�ect (e.g. Mei
et al. 1991) where particles, due to their high inertia, do not follow the ¯uid motion and cross
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from one eddy to another, in the process transferring momentum and causing mixing. The other
mechanism is vortex shedding behind particles. Hetsroni (1989) suggested that when the particle
Reynolds number is greater than 400, the condition at which vortex shedding begins
(Achenbach 1974), turbulence will be enhanced.

Several authors suggest that turbulence suppression may be due to an increase in apparent
viscosity due to the particles (e.g. Ishii 1977; Leighton and Acrivos 1986; Lee and BoÈ rner 1987).
Another suppression mechanism may be density strati®cation, suggested by Smith and McLean
(1977). They showed that if there is a particle concentration gradient across the ¯ow, then there
exists a density gradient which produces stable strati®cation, and damps turbulence.

In the wall region, turbulence is dominated by large scale persistent structures. To date, the
nature of these structures, i.e. high- and low-speed regions, quasi-streamwise vortices, ejections
and sweeps, is not clearly determined and there is no consensus as to the relationships between
them. However, the prevailing notion is that they are related to some form of large scale stream-
wise vortices (e.g. Robinson 1991; Brooke and Hanratty 1993; Bernard et al. 1993). The vortices
may be expanding in a shallow angle in the direction of ¯ow, forming a funnel shape (Kaftori
et al. 1994). Regardless of their exact nature, it appears that these vortices signi®cantly a�ect
particle behavior in the boundary layer (Yung et al. 1989; Sumer and Oguz 1978; Kaftori et al.
1995a,b).

Close to the wall, particles exhibit a tendency to preferentially accumulate in certain regions.
For example, heavier-than-¯uid particles which settle to the wall in horizontal ¯ow tend to
migrate into the low-speed regions, possibly because they are thrown out of the quasi-stream-
wise vortices mentioned earlier. This was found both experimentally and in direct numerical
simulations in a number of studies. However, the tendency to accumulate in these regions
depends on particle size and time constant (de®ned below), where particles with a non-dimen-
sional time constant of approximately 3 tend to agglomerate more than larger or smaller par-
ticles. These ®ndings imply an interaction between the particles and the persistent turbulence
structures, which results in particle segregation when they have time constants in the appropriate
range. Also, when the particles are small enough, they may get trapped in the viscous layer,
where they are relatively immune to resuspension mechanisms. This was found by Brooke et al.
(1992) using numerical simulation of ¯ow in a vertical channel. In horizontal ¯ow the e�ect is
further enhanced due to gravitational forces. Kaftori et al. (1995b) also showed that particle
concentrations in the wall structures are higher than elsewhere, resulting in regions with distinct
¯ux gradients corresponding to the various main regions of the turbulent boundary layer, i.e.
the viscous, log-law, and wake regions.

The high local concentration in the low-speed regions may be signi®cant for the understand-
ing of how particles enhance transport processes at the wall. In the low-speed regions, the shear
rate, and consequently the heat transfer coe�cient, are low compared with the high-speed, and
high shear, regions. The higher concentration of particles in the low-speed regions may induce
mixing locally, thus potentially enhancing the heat transfer rate in these regions. The enhance-
ment is probably related to an increase of the low frequency wall normal velocity ¯uctuations
which have been shown to control transport processes at the boundary (Campbell and Hanratty
1983).

Rashidi et al. (1990) were the ®rst to conduct experiments aimed speci®cally at determining
the e�ects that particles may have on wall turbulence. Their experiments were con®ned to only
one Reynolds number, i.e. 5000, based on ¯ow depth and average velocity, and with slightly
heavier-than-¯uid particles. Their observations showed that near the wall particles accumulate in
the low-speed streaks, and that small particles increased the average time between wall ejections
while large particles reduced it. There was no signi®cant e�ect on the time between bursts ±
which they de®ned as consisting of closely grouped ejections, and sweeps. Thus in some sense
the ®ndings related to the activity level within bursts. Large particles, on average, increased the
turbulence intensities and Reynolds stress in the core region, while small particles reduced them.
The e�ects were stronger at higher concentrations. Rashidi et al. could not make observations
close to the wall because of their measurement technique using microbubble tracers.

The current work is part of an experimental investigation of particle±turbulence interaction,
using laser Doppler anemometry (LDA) and ¯ow visualization. The goal was to investigate the
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interaction between particles and turbulence in the boundary layer, and in particular, near the
wall. An objective conditional-sampling method for identifying the wall structures (the `active'
periods) is applied. In the ®rst parts of this work (Kaftori et al. 1995a,b) the motion, entrain-
ment and deposition of particles under the in¯uence of the wall structures were examined, and it
was found that these structures dominate most aspects of particle behavior. This paper focuses
primarily on the e�ect of particles on the turbulence itself. In particular, we are interested in the
e�ects that particles may have on the wall normal velocity ¯uctuations since these primarily
a�ect heat and mass transfer (Campbell and Hanratty 1983). Thus, while the low mean particle
concentration may have only subtle e�ects on the turbulence overall, they may still markedly
a�ect the near-wall structure and transport rates.

2 . EXPERIMENTS AND PROCEDURE

The experimental facility was the ¯ume described in Kaftori et al. (1995a). It is a
4.5� 0.32� 0.1 m3 open channel, equipped with a 2-D LDA system for data acquisition and
with ¯ow visualization techniques using oxygen microbubble tracers and high-speed video. The
LDA and high-speed video were synchronized so that the LDA data could be compared with
the visually observed ¯ow patterns around the probe volume. The solid particles under investi-
gation were of polystyrene with diameters of 100, 275, and 900 mm and speci®c density 1.05.
Average nominal volumetric concentrations (loading) were 1 and 2� 10ÿ4. Details about particle
size distribution and concentration measurements can be found in Kaftori (1993) and Kaftori
et al. (1995a).

Table 1. Experimental conditions

Reh Particles Loading� 10ÿ4 Um (m/s) h (mm) n (m2/s)� 10ÿ6 u* (m/s)

4870 none Ð 0.125 31.51 0.808 0.0074
4970 none Ð 0.128 31.36 0.808 0.0074
5010 none Ð 0.113 33.5 0.755 0.0067
4660 100 1.5a 0.138 27.35 0.810 0.0085
5120 275 0.56a 0.143 28.41 0.793 0.0086
5040 900 0.65 0.128 31.71 0.806 0.0078
5080 900 0.88 0.128 32.01 0.807 0.0076
7110 none Ð 0.164 32.67 0.754 0.0090
7890 none Ð 0.195 31.86 0.787 0.0106
8460 none Ð 0.204 31.36 0.756 0.0111
8090 275 0.8 0.198 32.06 0.785 0.0111
9130 none Ð 0.220 32.81 0.791 0.0124
9900 none Ð 0.244 32.80 0.808 0.0128
10070 none Ð 0.222 34.33 0.757 0.0115
10210 none Ð 0.248 33.15 0.805 0.0127
10420 none Ð 0.256 32.90 0.808 0.0127
9850 100 1.87 0.244 32.41 0.803 0.0128
9950 100 2.16 0.246 32.6 0.806 0.0129
10300 275 1.15 0.249 32.86 0.794 0.133
9420 275 2.0 0.227 32.81 0.791 0.0123
10160 275 1.9 0.247 32.46 0.789 0.0132
9870 900 1.03 0.244 32.56 0.805 0.0132
10280 900 0.6 0.257 33.05 0.826 0.0132
9870 900 1.95 0.244 32.6 0.806 0.0135
10070 900 2.3 0.249 32.5 0.804 0.0135
14150 none Ð 0.296 37.06 0.775 0.015
14020 none Ð 0.294 36.86 0.773 0.015
13660 100 1.87 0.313 34.96 0.801 0.016
13930 100 2.16 0.320 35.40 0.813 0.0160
14180 275 0.87 0.322 35.06 0.796 0.0161
14110 275 1.95 0.320 35.11 0.796 0.0160
14340 900 1.09 0.294 37.76 0.773 0.0155
13900 900 1.99 0.295 37.61 0.798 0.0155

a Based on mean ¯ow rate of particles, not considering layers of settled particles.
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The LDA system was designed such that velocities of both particles and ¯uid (i.e. tracer par-
ticles) could be measured in real time using the signal amplitude for discrimination, as described
in Kaftori et al. (1995b).

The experimental conditions and particle characteristics were detailed in Kaftori et al. (1995a)
(tables 1 and 2, respectively). In table 2, t is the characteristic time constant of the ¯uid away
from the wall region, and tp � �1=18��d2

p�rp=rf � is the particle relaxation time, where d is the
particle diameter, n is the kinematic viscosity, r is the density, and subscripts p and f denote
particle and ¯uid, respectively. The superscript + in the text denotes units normalized by wall
variables (kinematic viscosity and the friction velocity u*). Experiments were conducted primar-
ily at Reynolds numbers of 5000, 10,000, and 14,000 (Reh=Umh/n where Um is the mean vel-
ocity, and h is water level).

The balance between particles settled at the bottom of the ¯ume and particles in suspension
was a function of shear rate (represented here by a shear Reynolds number: Re* = u*h/n).
Higher shear caused more particles to be entrained, and consequently the number density of
particles on the bottom was reduced, as shown in ®gure 1. It should be noted that all the exper-

Table 2. Properties of particles

Property Nominal diameter (mm) Reh15000 Reh110,000 Reh114,000

d�p 100 1.06 1.61 1.88
275 3.0 4.5 5.5
900 8.66 15.2 17.4

tp (s) 100 7.3�10ÿ4

275 5.5�10ÿ3 The same The same
900 6.0�10ÿ2

t�p 100 0.065 0.15 0.23
275 0.51 1.21 1.77
900 4.41 13.58 18.07

t (s)a Fluid 0.79 0.46 0.42

a Determined from experiments.

Figure 1. The population density of particles at the wall under various ¯ow conditions. Lines are sec-
ond order curve ®ts. The error bars are speci®c to the conditions where they are shown, where a large
uncertainty existed due to the sediment layer. For the other conditions, uncertainties were of the order

of the size of the symbols.
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iments were performed with approximately the same water depth and therefore the ¯ow
Reynolds number (Reh) is indicative of the wall shear stress.

Near the bottom, heavier-than-¯uid particles tended to concentrate in streaks. It appears that
the particle streaks coincided with the low-speed regions and that the non-dimensional streak
spacing of 0100 wall units was maintained (see also Rashidi et al. 1990 and Kaftori et al.
1995a).

The concentration distribution throughout the ¯ow was not homogeneous. Even at high
Reynolds numbers, when most of the particles were in suspension, the average local concen-
tration near the wall was one to two orders of magnitude higher than in the outer ¯ow regions
(Kaftori et al. 1995b). The local concentration inside particle streaks was even higher. These
local variations may lead to di�erences in the local e�ects of particles on the ¯ow, as discussed
below. A detailed description of particle behavior, and of the e�ects of turbulence structures on
particle deposition, resuspension, ¯ux, and concentration can be found in Kaftori et al.
(1995a,b).

3 . TURBULENCE MODIFICATION

In this section, the e�ects of particles on the turbulence characteristics of the ¯ow will be
examined. Since the focus is on ¯uid turbulence, only ¯uid velocities will be considered. The vel-
ocity and concentration data for the particles were discussed in Kaftori et al. (1995b).

3.1. Velocity pro®le and friction velocity

For the range of ¯ow conditions of the current work, the friction velocity in particle free ¯ow
was a linear function of Reynolds number. This is illustrated in ®gure 2. The two Reynolds
numbers were related by

Re* � 0:0461Reh � 64:53: �1�
This equation was also accurate in predicting the open channel results of other researchers (e.g.
Rashidi and Banerjee 1988; Nezu and Rodi 1986; Grass et al. 1991).

Figure 2. Shear Reynolds number vs. ¯ow Reynolds number. The line is [1].
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The e�ect of particles on the ¯uid velocity pro®le is shown in ®gure 3. Each of the velocity
pro®les in the ®gure is normalized by the friction velocity of that particular experiment. The
friction velocity was computed using the velocity pro®le in the viscous layer (Kaftori et al.,
1995a). Two phenomena are apparent from the ®gure. One is that when many particles were
settled on the bottom, the velocity pro®le was shifted towards lower values. This was true with

Figure 3. Velocity pro®les of some particle-laden and particle-free ¯ows, normalized by wall units.
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all of the particles at Reh=5000, and with the 900 mm ones at the higher Reynolds numbers. In
other words, the mean velocity was reduced, suggesting that the Reynolds stress should have
increased. The second phenomenon is that at Reh114,000, the 100 and 275 mm particles
increased the mean velocity in the outer ¯ow, suggesting that the Reynolds stress there was
reduced.

The coe�cients of the logarithmic pro®le:

u� � A ln� y�� � B �2�
were computed from the slope of the curve in the range 30Ry+R0.2Re* following Nezu and
Rodi (1986). For runs without particles the coe�cients were A= 2.5520.11 and
B = 5.4620.56, where the (2) indicates a standard deviation. These are in agreement with
values found in the literature. For example, Nikuradse reported A = 2.5 (Hinze 1975),
Schlichting (1979) suggests B = 5.5, Nezu and Rodi (1986) found A = 2.54, B = 5.29, and Lam
and Banerjee (1992) found A= 2.5, B = 5.1.

Figure 4. Coe�cients of the logarithmic velocity pro®le: u+=A ln(y+) + B.
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The e�ect of particles on the coe�cients in [2] is shown in ®gure 4. The ®rst coe�cient was
not a�ected. The second was reduced with large particles, and with all sizes at the low Reynolds
number. This is a result of the shifted velocity pro®les in ®gure 3.

The behavior of the particle-laden ¯ow, namely increased wall shear stress and a retardation
of the mean velocity, is similar to a ¯ow over a rough wall (Grass 1982; Grass et al. 1991). It
may, therefore, be worthwhile to examine whether some of the e�ects of particles on the ¯ow
can be expressed in terms of an increased roughness due to the presence of particles at the wall.

Figure 5 depicts the relationship between normalized roughness and wall coverage (a), and
between roughness and ¯ow shear rate (b). Wall coverage is the fraction of wall area covered by
particles (i.e. npd2

p=4, where n is the number of particles per unit of wall area). The wall rough-
ness is given in terms of a non-dimensional equivalent sand roughness (k�s ). This parameter rep-
resents the size of sand grains, assumed to evenly coat the wall, which would produce the same
resistance coe�cient as the actual roughness elements, i.e. particles in the present case. The

Figure 5. Non-dimensional equivalent sand roughness as a function of wall coverage (a) and of shear
rate (b).
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equivalent wall roughness was extracted from the slope of the velocity pro®le following

Schlichting (1979).

As can be seen in the ®gure, k�s was proportional to the wall coverage parameter, and inver-

sely proportional to the shear rate. When more particles were at the wall, the e�ect was to

increase k�s . On the other hand, as the shear rate increased, more particles were suspended and

fewer remained at the wall (®gure 1). This resulted in a reduced k�s value. Also, the larger par-

ticles increased the wall roughness more than the two smaller ones. The lines in the ®gure are

linear curve ®ts, intended to show the general trends in the data. Since the values of the equival-

ent sand roughness were extracted from the slope of the velocity gradient, they are a third order

representation of the e�ect of particles and scatter is to be expected. Therefore, only the overall

e�ect can be observed, but no accurate values can be extracted here. It should be remembered

Figure 6. Turbulence intensities with and without particles at Reh110,000. Top ± normalized by water
depth. Bottom ± normalized by wall units. Open symbols are the streamwise component (u) and solid

symbols are the wall normal (v).
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that in practice, k�s � 1 corresponds to a smooth wall. When k�s > 1, the shear rate, and accord-
ingly the turbulence intensity and pressure drop, should increase, while k�s < 1 represents the
case where the turbulence intensity has decreased.

However, in all of the cases examined here, the non-dimensional equivalent sand roughness
was small and within the hydraulically smooth regime (i.e. k�s < 5, see Schlichting, 1979), so the
e�ect of the particles should be quite small.

3.2. Turbulence intensities and Reynolds stress

Sample pro®les of turbulence intensity (r.m.s. velocity ¯uctuations) at Reh110,000 are plotted
in ®gure 6. The corresponding ®gures of the other ¯ow conditions were very similar and are not
shown. It appears that the particles did not a�ect intensities in the outer ¯ow but did substan-
tially increase them at the wall. The e�ect is more pronounced in the wall normal component
and is limited to the layer of settled particles. Similar observations were reported in the numeri-
cal simulations by Pan and Banerjee (1996). The increase in r.m.s. is likely to cause an increase
in heat and mass transfer since, as mentioned above, the wall normal velocity ¯uctuations are
the ones responsible for transport processes at the wall.

The Reynolds stress pro®les, depicted for a few sample runs in ®gure 7, do show modi®-
cations due to particles. The e�ects are noticeable away from the wall. The Reynolds stress in
the very-near-wall region did not exhibit signi®cant changes and therefore is not plotted in
detail. In order to compare the e�ects of particles to particle-free ¯ows, the Reynolds stresses in
®gure 7 were normalized by the friction velocities of similar ¯ows without particles, depicted by
u*
0 , which were computed by [1]. As can be seen, the Reynolds stresses increased with both par-

ticle sizes at Reh15000. This is consistent with the reduced velocity (®gure 3) and increased wall
roughness (®gure 5). On the other hand, at Reh114,000 the smaller particles reduced the
Reynolds stress in the outer ¯ow region. The e�ect of the 275 mm particles was very similar to
that of the 100 mm in ®gure 7. They were not plotted to avoid obscuring the data in the ®gure
with too many points. This is also consistent with ®gures 3 and 5.

The modi®cations of turbulence intensity and Reynolds stress found here are rather small
compared, for example, with the works cited by Hetsroni (1989). In all of these works, however,
the particles were orders of magnitude heavier than the ¯uid, and the concentrations much
higher than used here. The only comparable work in the literature is that of Rashidi et al.

Figure 7. Reynolds stress with and without particles, normalized by the friction velocity of particle-free
¯ow.
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(1990), who used the same ¯uid±particle combination at Reh15000. They found approximately
the same increase in Reynolds stress with large particles. On the other hand, with small particles
(120 mm in their work) they noticed a reduction of Reynolds stress which was not observed here
at this Reynolds number. However, the reduction was mostly apparent at double the mean con-
centration used here. In addition, in their work the particles were introduced into the ¯ow in
suspension and at a relatively short distance upstream from the measuring point. Therefore, the
small particles may not have had time to settle to an equilibrium concentration distribution by
the time they reached the measuring point. Consequently, it is likely that the number of particles
in suspension at Reh15000 in their work was closer to the number of particles in suspension at
Reh114,000 in the current work, where turbulence suppression was, indeed, apparent.

3.3. E�ects of particles on wall structures

Since wall turbulence structures exhibit active periods of rotation, acceleration and decelera-
tion, they could be identi®ed and analyzed by conditional sampling of LDA data. In this work,
a technique which combines the u'v' level and tke level methods was used. The necessary par-
ameters (i.e. threshold levels and a grouping time window) were determined by a systematic op-
timization algorithm. The technique was developed and tested by using synchronized ¯ow
visualization and was then applied to all of the LDA data with consistent results. A detailed
description of the technique is given in Appendix A.

The data regarding average quantities, such as time between structures, which are plotted and
discussed in this section, combine all similar runs as single points, i.e. the points from all exper-
iments at, say, Reh=4850±5000 without particles (see table 1) are averaged and represented by
one point at the average Reh14925. Error bars indicate the maximum scatter of the combined
no-particles points. This was done in order to clearly distinguish between the various conditions
and to identify the trends in the e�ects of particles.

The addition of particles reduced the number of wall structures in the ¯ow. This can be seen
in ®gure 8 where the average non-dimensional time between structures is plotted for a range of
¯ow conditions at y+130. The non-dimensional time is de®ned as:

T * � u*2

�
tg �3�

where tg is the average time between conditionally sampled groups of events (see Appendix A).

Figure 8. Average non-dimensional time between wall structures as a function of shear rate. Dashed
line represents average of all runs without particles. Error bars indicate maximum scatter of particle-

free ¯ows.
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For ¯ow without particles, the combined average of all runs, regardless of Reynolds number,
was approximately 91, which is in agreement with the value of 90 found by Luchik and
Tiederman (1987) and 85 found by Rashidi and Banerjee (1990) for the time between bursts.
With the introduction of particles, T* increases signi®cantly ± up to 50%, depending on particle
size and loading ratio. Thus particles reduce the frequency of occurrence of these structures. In
general, for a given Reynolds number and particle size, the e�ect was stronger when more par-
ticles were present.

Figure 9. Time between structures: (a) as a function of the particle number density at the wall (with
275 mm particles); (b) as a function of non-dimensional particle size; and (c) as a function of shear

Reynolds number for the 275 mm particles at the lower loading ratio.
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The reduction in the frequency of wall structures is a result of a number of factors. One is the
particle number density near the wall. The more particles of a given size are at the wall, the
stronger the reduction in the number of structures. This is shown in ®gure 9(a). Another factor
is the (non-dimensional) particle size. Larger particles increase the time between structures more

than small ones [®gure 9(b)]. The last factor is the shear rate. As shown in ®gure 9(c), the e�ect
of particles diminishes as the shear rate is increased. This seems to be counter-intuitive, since as
the shear rate increases, the particles become larger relative to the scales of turbulence. The
reason for the reverse trend is that at higher shear rates more particles become suspended and
the concentration at the wall is reduced (®gure 1). This, in turn, lessens the e�ect on the time

between structures, as in ®gure 9(a). The e�ect of the shear rate is thus a balance between these
two factors.

The frequency of wall structures in the presence of particles, divided by the non-dimensional
particle size, scales well with the non-dimensional size to the second power. This can be seen in

®gure 10. Note, however, that D+2 in this work is directly proportional to the non-dimensional
particle relaxation time because all of the particles were of the same density. This suggests that
the frequency is, in fact, dependent on both the size and density of the particles. This must be
examined further by using particles of various sizes. In any case, it seems that the time between
wall structures in the presence of particles scales with wall variables, as it does in clear ¯uid.

In spite of the substantial reduction in the frequency of the wall structures, the particles
hardly a�ected the fraction of Reynolds stress or turbulent kinetic energy held in them. As can
be seen in ®gure 11, approximately the same relative amount of Reynolds stress is found in the
structures in both particle-laden and particle-free ¯ows. The combined average of all the exper-

iments was approximately 85%. The same was true for the turbulent kinetic energy inside the
structures (®gure 12), where the combined average of turbulent kinetic energy in them was 68%
for both particle-laden and clear ¯uid.

The quantities found above for the time between structures and the fraction of Reynolds
stress held in them compare well with values found in the literature for the time between, and
Reynolds stress within, bursts.

Finally, as was mentioned above, particles did not change the appearance of the streaky struc-

tures within the wall layer. In general the particles tended to accumulate in the low-speed
streaks. However, this tendency depends on particle size and time constant, with medium size
particles (t�p 03) accumulating in streaks more than the larger or smaller ones (see Kaftori
et al. 1995a).

Figure 10. Time between structures as a function of the non-dimensional particle size and relaxation
time.
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3.4. Correlation coe�cients

The e�ect on the streamwise autocorrelation coe�cient by particles is shown in ®gure 13. The
autocorrelation function calculations exhibited relatively large scatter, due to the intermittency
of the LDA signal. Therefore the data in the ®gure were combined such that for each exper-
iment, the correlation coe�cient of all the measurements between y+=30 and 40 was averaged
to produce one data point. As can be seen in the ®gure, particles generally reduced the autocor-
relation coe�cient of the ¯ow. Away from the wall the e�ect of particles on the autocorrelation
coe�cient diminished. The results in this case are not as distinct as, for example, the modi®-
cation of the time between structures, but nonetheless the trend is clear. In this sense, the e�ect

Figure 11. Average portion of Reynolds stress which is contained in the wall structures. Dashed line in-
dicates the average value of all runs without particles. Error bars indicate maximum scatter of particle-

free ¯ows.

Figure 12. Average portion of turbulent kinetic energy (in 2-D) in funnel vortices. Dashed line indicates
the average value of all runs without particles. Error bars indicate maximum scatter of particle-free

¯ows.

D. KAFTORI et al.372



of particles, again, is like that of a rough wall where the longitudinal length scales are shorter
than over a smooth wall (Krogstad and Antonia 1994).

3.5. Quadrant analysis

Figure 14 depicts the Reynolds stress contributions, of the various quadrants of the u±v
plane, to turbulence in the wall region. In general, the second and fourth quadrants are the
dominant ones, having the highest contribution to turbulence production, i.e. ÿu 0� 0. These
quadrants represent ejections (quadrant II) and sweeps (quadrant IV). With the addition of par-
ticles, the Reynolds stress distribution among the quadrants in the wall region changes dramati-
cally. As can be seen in the ®gure, the relative contribution of quadrant IV increases
substantially, a strong motion appears with large particles in quadrant III, and quadrants I and
II remain unchanged. The e�ect is strong very close to the wall and diminishes away from it.
The two a�ected quadrants represent downdrafts of ¯uid towards the wall, and are probably
due to a strong increase in the down¯ow, or sweep portion of the wall structures.

4 . DISCUSSION

It appears that turbulence modulation by particles can occur due to three e�ects. One is the
presence of particles at the wall, where their e�ect is somewhat similar to stationary roughness
elements. Second is the presence and interaction of particles with the wall structures, such as
quasi-streamwise vortices, sweeps, and ejections. This appears to be the cause for particle segre-
gation, the modulation of wall structure characteristics, and the enhanced scalar transport rates
seen at the wall, which are likely to be the result of the increased wall normal velocity ¯uctu-
ations. The third e�ect is the presence and interaction of particles in suspension, away from the
wall.

This work was focused primarily on the ®rst two e�ects. Therefore, the ¯ow conditions were
chosen so as to have a large particle concentration close to the wall and a very low concen-
tration of particles in the outer ¯ow. Consequently, e�ects of particles in suspension could not
be noticed here for the most part. For example, turbulence enhancement by large particles due
to vortex shedding (see Hetsroni 1989) was not observed. The only situation where particles
a�ected the turbulence due to the third e�ect in this work was at the high Reynolds number
¯ows with small particles, where many particles were suspended. There the Reynolds stress was

Figure 13. Streamwise autocorrelation coe�cients at y+030±40. The line is a linear curve ®t of no-par-
ticles data.
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somewhat suppressed ± in agreement with the ®ndings of other researchers (e.g. Tsuji and
Morikawa, 1982; Hetsroni, 1989).

The rough wall e�ects observed here were small, and consisted primarily of an increase of the
wall shear stress, a reduction of the mean velocity and an increase in turbulence production.
The fact that the e�ects seem to be relatively small is not surprising, considering that the non-
dimensional equivalent sand roughness was within the hydraulically smooth regime (k�s < 5). In

addition, since the particles tend to concentrate in the low-speed regions, where the local shear
rate is small, their in¯uence was probably even less signi®cant.

It should be remembered that the values of k�s were evaluated here from the deviation of the

velocity pro®les from those of particle-free ¯ow. In other words, the equivalent sand roughness
is a measure of the e�ect of the particles. The mechanism of how those e�ects are brought
about is yet to be determined, and it does not indicate that particles a�ect the ¯ow in the same
way as roughness elements of equivalent sizes.

The concentration of particles in suspension, away from the wall, was, in most of these cases,
quite small. Therefore, turbulence production by particles in this region was negligible.

Figure 14. Relative contributions to Reynolds stress by quadrants. Top: y+=5; bottom: y+=15.
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The fact that only some of the modulations of turbulence can be attributed to a roughness
e�ect is important because it implies the signi®cance of the second e�ect above. The presence of
particles at the wall, together with their interaction with the wall structures, caused a reduction
in the frequency of occurrence of these structures. The reduction seems to scale with the second
power of the non-dimensional particle size, as shown in ®gure 10. These data suggest that the
reduction in frequency should, in fact, scale with the non-dimensional particle relaxation time,
as well as size. Experiments with other particle densities must be performed to examine this
point. Nonetheless, it seems that the frequency is directly related to particle size and to wall
variables.

In spite of the notable reduction in the number of structures, the relative amount of Reynolds
stress and turbulent kinetic energy contained in them did not change signi®cantly (®gures 11
and 12). This is probably because the structures that do evolve, in spite of the presence of par-
ticles, are more energetic than those in particle-free ¯ow. This hypothesis was recently substan-
tiated by NinÄ o and Garcia (1996). It is also supported here by the reduction in the streamwise
autocorrelation coe�cient (®gure 13), which suggests that the structures are more `intense'. The
added intensity seems to be concentrated in the sweep events which increased signi®cantly rela-
tive to particle-free ¯ow. It is also possible that in the presence of particles the structures persist
for longer periods of time, which would also enhance their relative share in turbulence pro-
duction.

The observed turbulence modulations at the wall may serve to clarify how particles a�ect
transport rates at the wall. Campbell and Hanratty (1983) derived an approximate expression
for the average mass transfer coe�cient at the wall for relatively high Schmidt numbers as:

�K0Sÿ0:7�b2�0:21 �4�

Figure 15. Mean non-dimensional velocity ¯uctuations parameter in the vicinity of the wall at
Reh110,000. The data were corrected for Doppler frequency broadening due to the strong velocity gra-
dient inside the measuring volume (Edwards et al. 1971), and assuming no correlation between the vel-

ocity ¯uctuations and frequency broadening.
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where S is the Schmidt number and b is an approximation for the wall normal velocity ¯uctu-
ations, given by

� 0 � b�x,z,t�y2: �5�
Thus knowledge of the wall normal r.m.s. in the wall region can be applied in making rough
estimates of the mass transfer coe�cient. [4] can also be used for evaluating heat transfer rates
by replacing K and S by a heat transfer coe�cient and Prandtl number, respectively.

Values of b at Reh010,000, normalized by wall units, are plotted in ®gure 15. Without par-
ticles, the values are close to other experimental values found in the literature (see Finnicum
and Hanratty 1985). With particles, values of b increase, giving higher values for larger particles.
A similar result was found in simulations by Pan and Banerjee (1996). This behavior is consist-
ent with the observed enhancement of heat transfer rates in particle-laden ¯ows. Unfortunately,
it is not possible to accurately determine a value of b right at the wall because of uncertainties
in the measurements of v' there, e.g. due to increased noise when the LDA measuring volume
touches the wall. However, it is possible to roughly estimate the increase in transfer rates based
on the ratios of b for particle-free and particle-laden ¯ows some distance from the wall. For
example, in ®gure 15, with the 900 mm particles, the di�erence is of the order of 25%, thus pre-
dicting a 18% increase in transfer rate (when the friction velocity of particle-free ¯ow is used).
This value is close to the enhancement of heat transfer with particles, under similar conditions,
in the work of Hetsroni and Rozenblit (1994). They found an increase of approximately 20% at
Reh15000.

5. CONCLUDING REMARKS

In summary, the presence of particles in large concentrations near the wall a�ects turbulence
in the boundary layer in two ways. One is an e�ect similar to a rough wall, and the other is by
interaction with the turbulence structures. Since particles tend to accumulate in the low-speed
regions, they increase the apparent roughness there, resulting in a localized increase of the heat
transfer coe�cient. Since the wall shear stress in these regions is initially low, compared to the
high-speed regions, the increased roughness does not adversely a�ect the wall friction and over-
all pressure drop.

The particles also reduce the number of wall structures per unit time, compared with ¯ow
without particles. The reduction is proportional to the particle size and concentration at the
wall. However, it appears that the structures that do develop are more energetic, compared to
particle-free ¯ow, particularly in the sweep portion. Therefore, the relative contribution of the
structures to the Reynolds stress and turbulent kinetic energy are essentially unchanged.
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APPENDIX A

Identi®cation Of Flow Structures In LDA Data

While structural features of turbulence may be apparent in various ¯ow visualization techniques,
they are not clearly evident in point measurements. Obtaining information regarding these struc-
tures from a stream of data requires conditional sampling, where a ¯ow structure is said to
occur if some conditions, relating to some detection function, are ful®lled (see Luchik and
Tiederman, 1987 for a review of some conditional sampling methods). The major drawback of
available techniques is their reliance on factors such as threshold levels and a grouping window,
as discussed below. These factors are not readily available. Although some methods for obtain-
ing these factors have been suggested (e.g. Luchik and Tiederman, 1987), they are not free of
subjective estimates on the one hand, or relying on ¯ow visualization on the other, and are,
therefore, not completely general.

In this work, ¯ow structures were detected in the LDA data as events (i.e. `active' periods) by a
combination of the u'v' and tke techniques. In this method an event is said to occur if either the
instantaneous Reynolds stress or the turbulent kinetic energy exceed some threshold level. These
events are then put together into groups representing wall structures. The necessary parameters,
namely the threshold levels for detection and the time window for grouping, are found through
an iterative optimization process using an objective algorithm. The technique was developed and
tested with the aid of simultaneous ¯ow visualization using high-speed video.

Observations Of Flow And Data

Figure 16 depicts the instantaneous values of Reynolds stress and the two dimensional turbulent
kinetic energy of a portion of a typical data ®le at Reh15000 and y+130. The two quantities
are normalized by the relation
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uv* �
���� u 0v 0uv

����
tke* � u 02� v 02

u2 � v2
�A1�

where primes denote the ¯uctuating velocity components in the Reynolds decomposition and

Figure 16. Instantaneous normalized Reynolds stress (top) and two dimensions of turbulent kinetic
energy (bottom) of a typical LDA ®le. Circles designate groups of events which correspond to wall
structures. Reh=5000. y+130. (A) Multiple events where only a single ¯ow structure occurred. (B) A

wall structure containing three events. (C) An event showing as a tke peak only.
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symbols without a prime are r.m.s. values (e.g. u �
�������
u 02
p

). This type of normalization was used
because it yields consistent and comparable values under various ¯ow conditions for both the
Reynolds stress and kinetic energy. The data in the ®gure contain distinct portions of high uv*
and tke*, and in general the peaks of uv* and tke* coincide in time. Observations of high speed
videos, synchronized with such plots of LDA data, show that the peaks and the ¯ow structures
are related as follows.

. The sets of peaks of uv* and/or tke* are characteristics of wall structures, consisting of ejec-
tions and sweeps. For clarity of presentation, peaks whose levels of either uv* or tke* are
greater than some predetermined thresholds will henceforth be referred to as events. The
choice of threshold will be discussed later. A de®nition of an event, together with other terms
discussed here, is illustrated in ®gure 17, which is an enlarged portion of ®gure 16.

. There are three distinct frequencies in the data. First is the frequency associated with events
which are multiple detections of the same internal structure. Here an `internal' structure is a
¯ow pattern that is part of a larger structure, such as one ejection within a burst (where a
burst often comprises a number of ejections). An example of this frequency is denoted by A
in ®gure 16, where there are a few closely spaced peaks, but where only a single long sweep
was apparent on video. The second frequency is that of appearance of internal structures,
such as separate ejections inside one burst. For example, in the structure denoted by B in
®gure 16, which was composed of three events. The third is that of the wall structures them-
selves. The ®rst frequency does not represent a physical quantity. It is an artifact of the
measuring technique and data acquisition rate, and has also been noted by Talmon et al.

Figure 17. Illustration of the de®nition of terms.
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(1986) and by Luchik and Tiederman (1987). The ®rst and second frequencies are often close
to one another, especially at higher Reynolds numbers, where the second frequency becomes
high and tends to overlap the ®rst one. These relationships can be deduced from ®gure 18,
where it can be seen that fewer events are detected in structures at higher Reynolds numbers,
and that the number of detections increases with increasing data rate.

. In most cases, an event is apparent as both uv* and tke* peaks. However, there are cases
where only one of the two can be seen, as illustrated by C in ®gure 16. Therefore, it is best to
utilize both parameters when scanning for events.

Figure 18. Average number of events in groups vs. LDA data rate.

Figure 19. Local derivatives of average group characteristics vs. grouping window. The best grouping
window for the given threshold is approximately 0.125 s.
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. The type of events, namely ejections or sweeps, can be identi®ed by the quadrant of the pro-
duct u'v' in the u'±v' plane (®gure 16). Occasionally, however, a sample within an event may
be of a di�erent quadrant than the other samples due to random noise and turbulence. The
data in the ®gure, and in all subsequent analysis, was treated so that each event was desig-
nated as belonging to the quadrant which contained the majority of the samples. Comparison
of plots produced in such a way, with video, shows good agreement.

. A wall structure is generally made of a group of events. These groups stand out above the
`noise' level in the data, and as seen in ®gure 16, are spaced rather uniformly apart. In order
to identify the individual structures, one must combine the events that belong to each group,
as discussed below (see also ®gure 17). Many structures consist of combinations of events of
various types, the majority of which are ejections (quadrant 2 in the u'±v' plane), and sweeps
(quadrant 4). A small number of events from the ®rst and third quadrant also appear.

Grouping Algorithm

Three parameters must be determined for identi®cation and grouping of events into groups
representing ¯ow structures. These are the two threshold values (for uv* and tke*), and the time
window for grouping. The grouping window is a time frame which is larger than the average
time between events but is shorter than the average time between groups. In the detection pro-
cess, the time between each two consecutive events is compared to the grouping window. If it is
shorter than the grouping window, then the events are said to belong to the same group. If the
time between events is longer than the grouping window, the events are said to belong to separ-
ate groups. Ideally, the time between events would be much shorter than the average time
between bursts. If this was true, then it would have been easy to distinguish between the two.

Figure 20. Variation of grouping window with tke threshold factor.
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Unfortunately, this is not usually the case because the actual distribution of times in the data
overlap and a clear distinction is di�cult to make (see also Luchik and Tiederman 1987).

The technique of ®nding the best thresholds and grouping window is a systematic optimization
process where all three values are searched for simultaneously. The basic premise is that when
the correct grouping window and threshold levels are found, there will be a point where a small
change of the detection parameters in a given experiment will not have a signi®cant impact on
the characteristics of the groups, such as the average time between them. In other words, when
the average normalized time between groups is plotted against the grouping window, there will
be a region with only a small gradient in the curve. More noticeably, there will be a minimum
of the ®rst derivative in that region. In fact, there should be a minimum corresponding to each
of the three frequencies described above, but as will be seen shortly, only the second and third
frequencies can usually be identi®ed clearly.

Grouping Window

This idea is illustrated in ®gure 19 where the local derivative, d(Tg)/d(tw), of the discrete func-
tion Tg(tw), is plotted against tw for some threshold levels of uv* and tke*. Here tw is the group-
ing window and Tg is the average time between groups, normalized by inner variables:

Tg � u*2

�
tg �A2�

where tg is the dimensional average time between groups. Also plotted are the local derivatives
of the average duration of groups, and the average number of events per group. The local de-
rivatives d/d(tw) in this analysis were determined by ®tting a ®rst order polynomial through the
points of Tg(tw) in the vicinity of tw, and di�erentiating analytically.

As can be seen in ®gure 19, there appear distinct minima in the curves [i.e. d2/d(tw)
2=0]. In gen-

eral, the minima of the various quantities coincide. For the given (and at this point still arbi-
trary) threshold level in the ®gure, the distinct minimum that corresponds to the lowest
grouping window is the best one. Here the best minimum will be denoted tb and in ®gure 19 it
is at tb10.125 s. The best minimum is the one corresponding to the correct grouping window
(tw). However, thus far this is true only for the given (and as yet arbitrary) threshold. The selec-
tion of the best tw for the whole experimental run must be determined together with the correct
threshold levels, as discussed next.

Figure 21. Variation of Tg, computed with tw found using ®gure 20, with threshold factors. The hori-
zontal dashed line shows Tg which is found when both the u'v' and tke techniques are used.
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Threshold Levels

In selecting the best threshold levels and grouping window, it is convenient to present the
thresholds in terms of threshold factors ftke and fuv, which may be de®ned by:

tke threshold � ftke � tke*

uv threshold � fuv � uv* �A3�
where an overbar indicates an integrated mean of the whole experimental run.

The selection of these factors, together with tw, is a two stage iterative process. In the ®rst stage
a separate plot of d(Tg)/d(tw), similar to ®gure 19, is plotted for a number of threshold levels.
This is shown in ®gure 20. Next, a best grouping window is established for each threshold level
(shown by vertical dashed lines in the ®gure). Tracing the trend in ®gure 20, one can see that at
a low threshold the ®rst minimum (tb) is relatively high. It then becomes lower as the threshold
is raised. When the threshold is raised further, the location of tb becomes relatively constant. At
this time, a new local minimum, at a lower value of tw, may appear [tw00.04 s in ®gure 20(D)].
This minimum corresponds to the average time between events in the data, and will be referred
to as te. Note that indications of this minimum begin to appear at lower thresholds (i.e. a bend
in the curve).

In the second stage of the process, the average time between groups is calculated for each
threshold using the corresponding tb. The variations of Tg are then plotted against the threshold
levels as in ®gure 21. At low threshold levels many peaks, which correspond to noise and ran-
dom ¯uctuations, are detected. Consequently there is no distinct separation between groups and
the average time between groups is long. At higher threshold levels less of the noise is captured
and the true time between groups becomes evident. At still higher thresholds, the lower peaks,
which correspond to weaker structures, do not clear the threshold and the average time between
groups increases. Therefore, the threshold level which corresponds to the lowest Tg is the best
one. This process should be done twice, once in search of ftke, where uv is not considered
(fuv41), and again in search of fuv, where tke is not considered (®gure 21).

The ®nal step in the process is to re-plot d(Tg)/d(tw) with both tke and uv active, each with its
own threshold factor, and to establish the best tw and then Tg for the combined technique.
These are the best values of the particular experiment.

Figure 22. Variation of grouping window with friction velocity.
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Application Of The Algorithm

Applying this procedure to the run used in the illustrations, we see from ®gure 21 that the best
threshold factors are 1.5 for tke and 1.75 for uv. The grouping windows for tke in the plot were
taken from ®gure 20 (the corresponding plot for threshold levels of uv is not shown). These
threshold values were combined to produce ®gure 19, where the best tw is 0.125 s. The average
time between groups, using these thresholds and grouping window, was 92.1 which is indicated
by the dotted line in ®gure 21.

The advantage of using the combined, rather than only the u'v' or tke techniques is evident in
®gure 21. Each method, when used separately, yields a higher Tg than the combined technique.
This is a typical result indicating that some groups which may be missed by one technique are
captured by the other. Neither one of the two by itself is su�cient.

Finally, one additional situation required special treatment in the analysis. It became evident, by
comparison of LDA data and visualization, that occasionally there appeared active `long'
periods which did not qualify as ejections or sweeps. From visualization it was determined that
such periods often occurred as an extension of a structure, which usually ended at the next
structure. Alternatively, there may, on occasion, have been a streamwise vortex whose axis was
located in front or past the plane of view and did not pass directly through the measuring
point. In the data these periods appeared as long sequences of uv* or tke* of various quadrants,
most of which were only slightly higher than the threshold level. An example of such a situation
is in the region between 5 and 7.2 s of the uv* plot in ®gure 16.

In order to detect the structures which may be hidden in the long active periods, one more step
was added to the detection algorithm. First the `long groups' were identi®ed by virtue of their
length since they were typically about three times longer than the average duration of groups.
Next these structures were re-scanned for events within them but with the threshold factors
raised by one unit. If a long group could be split into two (or more) new ones with the higher
threshold, then the new groups replaced the original one. In the example above, the long region
between 5 and 7.2 s of the plot in ®gure 16 was split into three separate groups. If the long
group could not be split, then it remained as a single structure and nothing was changed. This
procedure was done routinely as part of the optimization process. Typical, about 10% of the
originally-detected groups were long, of which nearly 50% could be split using the algorithm
above. When this procedure was used, the average time between groups was of the order of 5%
lower than without it.

Evaluation Of The Technique

The combined uv and tke technique was evaluated by comparison with synchronized visualiza-
tion of microbubble tracers and other available data. For example, the results obtained, such as
the time between bursts, were compared with values in the literature.

In general, the various parameters involved in the technique were consistent and independent of
experimental and ¯ow conditions. For example, the threshold factors were independent of data
rate or Reynolds number. The average threshold factor for tke was 1.75±2 while for uv it was
approximately 2.25. One should note, however, that the actual threshold is approximately twice
the mean uv* and tke* in both cases, and that the di�erence in threshold factors stems from the
di�erent de®nitions of uv* and tke*, the former being a mean of a product while the latter is a
mean of a sum of products (see [A1]). These values are in agreement with the conclusion of
Talmon et al. (1986) who found, based on visualization, that the best threshold level was twice
the mean uv.

The grouping window, on the other hand, does exhibit an inverse dependence on ¯ow con-
ditions, as illustrated in ®gure 22. This is expected since as the friction velocity increases, the
time scale of the occurrence of the structures decreases.

Comparisons of the technique to ¯ow visualization at Reh15000 show that practically all of the
wall structures which were observed on video were also detected in the LDA data. However,
not all detections were one to one. For example, in some cases a burst in visualization was
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detected as two in the data because a longer than average time elapsed between separate events.
Other times this happened because one of the internal structures, or portions of it, which could
be seen on video did not produce high levels of uv* or tke* and were not recognized. During
these undetected events there was a long pause in the middle of the group in the data, which
caused it to be mis-identi®ed as two separate groups. These cases of mis-identi®cation were
balanced by cases where what appeared as two separate structures on video was detected as a
single one in the data because the time between them was shorter than the grouping window. In
addition in approximately 5% of the cases, bursts were detected in the data while no special ac-
tivity could be seen on video. In all, some type of mis-identi®cation occurred in about 25% of
the cases but, as mentioned above, many of the occurrences caused opposite e�ects, thus balan-
cing each other. Overall, the number of groups detected in the data was 25% of the number of
structures observed in ¯ow visualization.

Finally, it should be noted that the presence of particles did not alter any of the parameters of
the technique. The only exception was the grouping window which was increased by approxi-
mately 25% with large particles. This is not surprising in view of the fact that particles reduce
the frequency of appearance of the structures.
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